
ISP Step 2
Mentor Artist Study

Reference artwork by
Paul J. Stankard



Characteristics I observed from photographs 
of Paul J. Stankard’s work:

- Realism, nearly biologically accurate with 
simplification

- Combination of different plants, insects, 
and objects

- A variety of forms and colors
- Contents at the center of the glass with 

major and minor islands
- Unity and harmony: no strong focus, each 

part works together
- Shape of glass is either a sphere or a 

cuboid with rounded edges and curved 
faces

- Photographed on dark glossy surface with 
blurred environmental lighting

Image sources:
https://www.thisiscolossal.com/2014/06/artisti
c-glass-paperweights-paul-stankard/
https://www.google.com/search?q=Paul+J.+S
tankard&tbm=isch

https://www.thisiscolossal.com/2014/06/artistic-glass-paperweights-paul-stankard/
https://www.thisiscolossal.com/2014/06/artistic-glass-paperweights-paul-stankard/
https://www.google.com/search?q=Paul+J.+Stankard&tbm=isch
https://www.google.com/search?q=Paul+J.+Stankard&tbm=isch


2021/11/06 Modeling a dragonfly. I took Paul’s work as 
reference, although I realized it isn’t biologically accurate 
after checking some real dragonfly photos.

Inspired by the work of Inigo Quilez, I use an (approximate) 
signed distance field to represent the subject, programmed 
in an original SDF visualizer.

https://www.iquilezles.org/www/articles/raymarchingdf/raymarchingdf.htm


A screenshot of the colored dragonfly 
added on a later day.



2021/11/07 Modeling the glass, setting up surface 
and lighting.

Rendering technique: Monte-Carlo path tracing



Put the dragonfly I modeled on the previous 
day inside the glass



Try cuboid with rounded edges. 
Some screenshots from 
different angles.

Here the dragonfly’s wing is 
opaque (Cook-Torrance BRDF). 
I tried subsurface scattering 
but it doesn’t look that nice.



2021/11/08 Model a flower, taking Paul’s work as reference. 
Choose a relatively simple flower to get started.

I find referencing a photo is different from referencing a real 
object because it can sometimes be inaccurate. I wish I could 
reference a real flower or other plants in my later creative 
process, but it’s likely I will not be able to do that due to the 
coming winter.



Finished modeling

I haven’t colored it yet, although my dad says this color 
looks nice. Pink/magenta represents high surface 
gradient and green represents low surface gradient.



Colored flower. Added distortion to make it look 
asymmetrical like what’s in Paul’s work.

One of the two flowers in the reference picture misses 
a petal but still looks natural. Sometimes, having parts 
missing or distorted doesn’t make things look worse.



2021/11/09 I place the flower I modeled on the previous day inside 
glass. The flower looked dim. I tried to fix it by adding some 
emission, however, it made the flower look bright and unrealistic. 
I think I need further experimentation of material and lighting.



I tried to produce shadow on the petal casted by the filament by 
using a “sun” light source. This produces a image with higher 
contrast and three-dimensionality. However, there is a significant 
increase of the variance of noise.



A screenshot showing the shader code of the content (flower). 
Here the material is not emissive but fluorescent.



The scene with same parameters but viewed from another 
angle, with light coming from the right side of the camera, 
which produces reflection on the glass. In the previous two 
renderings, light comes from the back of viewport.

Images rendered with light in front of the viewport (shot  
against the light) doesn’t look nice.



Start modeling another flower. Try one with multiple layers 
of petals (which is popular in Paul’s work).

When modeling by writing code, I found the biggest 
challenge is to control the orientation of the layers of 
petals to make it aesthetically pleasing.



Five layers of petals and two layers of filaments.



Adding color.



2021/11/10 Studying another flower. A lot 
of code copied from previous day’s code.

Not so satisfied until this screenshot. I find 
it challenging to create the “blooming” of 
the petals.



Finished modeling with color. Not so bad.

I feel this one has a more even use of space 
compared to the one on the previous day.



2021/11/11 Start studying fruit.

The color and texture in Paul’s 
work is different from in a 
photograph, yet it looks realistic.



2021/11/13 Use gradient noise 
instead of cheap sinusoidal function 
for the texture of the blueberry to 
make it look more natural.



Study another fruit-like plant structure.



2021/11/14 Modeling plant swirls, which are very common in 
leaves and roots of Paul’s work.

I struggled with a technical issue: the high gradient of the 
distance field caused by the twisting. I tried to solve it by 
dividing by the automatic derivative of the angle function.



Finished modeling of swirls with a horrible distance field.

Again, green and magenta on surface represents too low 
and too high gradient, red in space represents too high 
directional derivative along the ray.



Colored version. Now the uneven thickness of the swirl is more 
obvious. It is challenging to model this type of shape using SDF.

I plan to reconstruct the surface using marching cube and use 
BVH-accelerated intersection algorithm in the final rendering. 
(because SDF is too expensive and unstable!)



2021/11/15 Use swirls to model roots.

Paul’s artwork shown in the reference picture contains three 
different types of roots. I choose to study the one that has 
more connection with what I did on the previous day, which is 
more botanically correct and is technically easier to create.



2021/11/16 Finally the time to put all components together.

The biggest obstacle at this stage is shader compilation time. 
I wrote a script to convert GLSL code to C++-compatible code. 
GLSL takes >100s to compile and 0.05s to render one frame. 
C++ takes about 10s to compile and about 2.0s to render one 
frame. It is hard to apply artistic principles with a limited 
computation resource.



2021/11/17 Mentor artist page due date.

I spent hours to set up a Python script that automatically converts 
GLSL code to C++ code once I made a change, and a C++ script that 
reconstructs the isosurface of the distance field using an adaptive 
marching cube algorithm and write it to a PLY file. With these tools, I’m 
able to visualize complex flower models at an acceptable rate.



17:05 P.M. Final composition. Based 
on one of Paul’s compositions with 
modification.



23:54 P.M. First full-resolution 
path-traced rendering.

I used Bounding Volume Hierarchy 
(BVH) to accelerate ray-surface 
intersection.

I didn’t have enough time to 
experiment with surface and lighting. 
I observed in Paul’s work that there 
is something light just behind the 
glass that makes the subject stand 
out, and there is possibly a depth of 
field. I may do further 
experimentations in the future.



2021/11/20 Experiment with lighting



Simulate depth of field.



Try to make the top appear lighter to 
make it stand out from text when 
inserted into a page.



Add a (faked) lighting behind the 
glass.



Side-by-side comparison of the new (left) and the original (right) renderings. I 
fail to reproduce the lighting in the photographs of Paul’s work.

I searched online for photographs of glass paperweights. Some of them are 
simply placed on paper but look nice. I think I should not limit my lighting 
experimentation on a dark glossy surface.



Technical Experiments
Acceleration structure, WebGL



2021/11/27 Start technical experiments after a one-week pause.

I try to create a web-based interface to present my work for the final product to 
show that my artwork is created by writing code in an “artistic” way. I need to run 
the ray-tracing code on GPU (WebGL) to achieve real-time rendering.

Building and testing a ray-surface intersection acceleration structure that can be 
placed inside an integer buffer.



2021/11/28 Run ray-tracing in a web browser. link

Left: CPU rendering in Win32; Right: GPU rendering with WebGL.

It isn’t fast enough to achieve 60fps in full-screen mode. I need to 
do more optimization for ray-surface intersection.

https://harry7557558.github.io/AVI4M-ISP/webgl-test/octatree/index.html


Evening: Test WebGL path tracing. link

I’m new to framebuffers in WebGL. I got the demo working after three 
frustrating hours, most time was spent on web search.

Edit Nov 29: it doesn’t work on school library computers :(

https://harry7557558.github.io/AVI4M-ISP/webgl-test/pt/index.html


2021/11/29 Add an option to “shrink” the top layer (grid) when exporting buffer for 
rendering. Allows a smaller number of grid cell intersection tests during rendering. This 
makes it possible to render a model with thin faces like this nautilus shell.

The nautilus shell rendering in the screenshot has noise inside the reflection that I think 
it’s a bug. It also appears in renderings of the sphere model I did on the previous days. I 
plan to look at it tomorrow.



2021/11/30 Fix a bug in ray-surface intersection 
that causes “noise” in reflections.

The screenshot shows renderings after the bug 
is fixed, in native C++ and in WebGL.



2021/12/03 Attempt to optimize octree lookup by checking 
the cell that is closest to the camera first and terminate 
when the ray hits a triangle.

The code runs at about 5 fps on CPU. GPU is usually 
10-50 times as fast as CPU, so I expected it to be fully 60 
fps with WebGL. However, it is only slightly faster than 
what I run natively.



2021/12/07 Implement path tracing in WebGL with 
a dome light and an object inside the glass. The 
scene shown in the screenshot uses SDF 
raymarching for ray-object intersection.



Use octree for ray-object intersection. The rendering 
becomes unexpectedly slow on my laptop and crashes on 
my phone.

Some online WebGL path tracing demos (based on BVH 
acceleration structure) run at 40 fps in 1080p. There must be 
a great room for optimization, and I need to look at other 
implementations of tree traversal.



2021/12/09 Implement octree-based raymarching. The ray keeps finding 
its next intersection with the grid and stops when hitting a triangle.

The tree lookup is iterative and stack-free. There is a large number of 
repeated box intersections. I plan to optimize it using a stack.

This algorithm is slightly slower that the original algorithm on CPU, but 
about the same performance on GPU. I hope the optimization can make it 
faster than the original one.



2021/12/19 It has been more than one week since I last worked on this 
project. I decided to look something other than WebGL, because I’m 
required to submit two full-resolution renderings, not a webpage.

The topic I have been working on since yesterday is generating a 
better lookup table for marching cube. I use to use the lookup table 
from Paul Bourke’s website, which is static and produces broken 
segments and holes at the petals and filaments of the flowers.

I wrote a script to bruteforce all possible triangulation combinations 
for the 14 basic cases in marching cube. The code isn’t smart, that it 
has a factorial time complexity and requires me to manually remove 
cases with intersecting triangles. I used a BFS search to extend the 
basic cases to all 256 cases via reflection and rotation 
transformations. However, I still have trouble figuring out how to 
transform face indices, which I used a cheap alternative that produces 
ambiguity (holes) on the mesh.

http://paulbourke.net/geometry/polygonise/
https://www.cs.upc.edu/~virtual/SGI/docs/1.%20Theory/Unit%2010.%20Volume%20models.%20Marching%20Cubes/Marching%20Cubes.pdf


2021/12/20 Resolved yesterday’s problem. Test marching cube on 
a nautilus shell SDF model, and the generated mesh is a perfect 
manifold.

Although I generated table with the consideration of various face 
orientation cases, the algorithm has nothing different from the 
static lookup-table marching cube because I only use the first 
triangulation case in the lookup table to generate the mesh. There 
are still “holes” on “thin layers” of the nautilus shell.

Looking forward to have more things done tomorrow.



2021/12/21 Finally get it working.

Right: static lookup table; Left: with disambiguation.

It doesn’t work as good as I expected. I feel it’s not worthy 
for me to spend a quarter of my Christmas break on this. 
But I at least tried and made an improvement.



Left: static lookup table; Right: dynamic lookup table. 
The difference between the two methods is obvious for 
models with “thin layers” like this nautilus shell.

Dynamic lookup table works only slightly better than 
static lookup table for “thin segments” like the 
filaments of the flowers.



Use dynamic lookup table in exporting octree to buffer.



2021/12/24 Further optimize ray-surface intersection.

Use a stack to optimize octree-based raymarching. Speed up 
about 30%.

Path tracing the glass scene still has less than 1fps in 1080p.



ISP Step 3
Preliminary work



2021/12/07 Brainstorming ideas for final work. I came out 
with three major ideas.

The first one is a bird's nest and the theme is home and 
belonging. Inspired by my mentor artist, I placed different 
types of plants around the nest.

The two on the bottom are lives grow on books, inspired by 
a fungi growing on book image shown in class. I searched 
online and saw a picture of fungus growing on Alice's 
Adventure in Wonderland and I added plants and a butterfly 
to it, but I'm not sure if I can use an idea that is already used 
by someone else. I considered an underwater scene that a 
coral tree grows on Twenty Thousand Leagues Under the 
Sea with fishes and mollusks surrounding it.

My teacher gave me an idea of a hermit crab and something 
with a logo on it. I thought about a paper boat filled with 
sand that likes an ocean floor, a coral tree, and a hermit crab 
holding a chip with Nvidia logo on it. I was thinking about 
the principle of placing things that aren't obviously related 
together.

After receiving my teacher’s comments, I decided to stick 
with the bird nest and the hermit crab idea for my final work.



2021/12/09 Explore potential 
compositions for the artwork as 
instructed by my teacher.

I was satisfied with the sketch I did 
previously. But this experimentation 
enabled me to explore more 
compositions of the artwork.

For the bird nest idea, I chose the 
third composition for the half-page 
sketch because it looks more 
dynamic, although I feel the second 
composition best shows the theme 
of home and belonging.



2021/12/10 Explore compositions for 
the hermit crab idea. I tried to 
include different orientations of the 
coral tree, the hermit crab, and the 
paper boat, and see which one 
works out best.

I chose the fourth composition for 
the half-page sketch, but later 
realized it doesn't have a good use 
of space that some parts look bored 
and empty. Since it isn't hard to 
switch composition when working in 
3D, I may consider the third 
composition for the final piece.



ISP Step 4
Final work



2021/12/29 Model the bird nest.

With the powerful marching cube algorithm, I pay less attention to 
the performance of the shader. In this model, I used a loop to 
generate every individual straw procedurally and put them together.



2022/01/02 I decided to model the subject first, which is the bird.

I modeled the torso of the bird with deformed ellipsoids. Since I may try 
different compositions, I pay attention to the wing and considered 
stretched and folded wings. After some research, I learned about the 
bones and primary/secondary feathers in a bird’s wing and modeled them 
accordingly. I haven’t added the skin and the converts of the wings yet.



2022/01/03 Add skin to the wings of the bird. Model its tail.



Model the feet of the bird.



Finished sparrow model 
with color.



2022/01/05 Fix some issues in the 
sparrow model.

- Reddish color at the root of the 
feathers

- “Pole” on the back texture
- Stripes in the root of the wings

The foot of the sparrow model is 
still very different from the one in 
the photo. My plan for tomorrow is 
to fix it and start modeling some 
plants. 



2022/01/06 Fix sparrow feet. This 
took longer than what I expected.



2022/01/07 Start modeling plants.

Model a leaf. It is more from imagination than 
from observation.



Modify a fruit I modeled previously.

The fruit looks weird. I probably need to look at the 
composition before deciding what change to make.



2022/01/08 Model another type of plant that 
surrounds the bird nest.

Google tells me the name of this plant is “liriope”.



Model a blade of leaf of the liriope.

It can be handy to put these components together by writing 
code. My plan is to convert these models to mesh, layout them 
in Blender, and write a script to export the transformation 
matrices to GLSL code.



2022/01/09 I use Blender’s built-in Python IDE to write a 
script that obtains the transformation matrices of the 
objects and extract information about translation, rotation, 
and scaling transformations. I plan to do the handy layout in 
Blender and use the script to export GLSL code.



I use the octree-accelerated marching I wrote in the 
beginning of the break to convert the liriope flowers and 
leaf models to PLY mesh so I can import them into Blender.

The leaf was too thin and had problems with marching cube 
initially. I increased the average thickness of the leaf and 
made its thickness distribute more evenly.



2022/01/10 Test modeling the plant in Blender. Get the 
GLSL code exporting script working.

Top left: Blender viewport rendering of the model
Bottom right: generated GLSL code
Bottom left: PLY model generated using marching cube



Export all models I made to PLY and layout them in Blender.

Minor fixes: bounding boxes; distortion for the bird nest to 
make it look asymmetrical; translate/scale the leaves and 
fruits so their stem is at the origin for easy layout; polar 
repetition for liriope leaves; etc.



2022/01/11 Working with layout in Blender.

Blender uses over 3.5 GB of RAM, which made my Windows 10 computer 
extremely laggy when I switch to or switch from another program.



2022/01/12 I haven’t finished creating all components yet. I tried to export a 
colored model to see what it looks like, and the result is quite satisfying for me.

I’m thinking about what to add behind the bird nest. My sketchbook design was 
some sprouts, but I feel they may look weird when added to the scene. I think I 
should work on the baby birds before getting an idea.



A blue (instead of black) background makes the colored model look nicer.

I think I may not limit to placing it on a dark glossy surface like my mentor 
artist did. I can try a bright background, like placing it on a piece of white 
paper, on a wooden shelf, or in front of a window.



Model the baby bird.



Add baby birds to the scene.



2022/01/13 Model bird eggs.



2022/01/14 Test rendering in Blender Cycles.

I’m a little surprised (yet worried) that the model appears nicer when 
without glass. When rendered outside glass, it look cartoon style yet 
has light and occlusion. It appears odd when combined with the 
realism of the refraction of glass.

I may need to talk to my teacher about whether I 
can do them without glass. If I don’t do glass, I 

may explore different materials and lighting.

Even though I don’t think I finished modeling this 
one yet, my plan for tomorrow is to start modeling 

the second one, or, the hermit crab one.



2022/01/15 Start working on the second composition as planned.

I “borrowed” the frame of the paper boat from a CC0-licensed Shadertoy (link). I 
folded a physical model of a paper boat as reference, but I considered how it will 
interact with the coral trees and the creatures.

https://www.shadertoy.com/view/tlXyzr


2022/01/16 Modeling coral trees. More imagination than observation.

I iterated through all branches of the tree, which takes a lot of time to 
compile as GLSL and freezes the IDE. I “translate” them to C++ and use 
marching cube to export PLY models for preview.

I need coral trees with four different styles as planned in my sketchbook. 
I finished two by the end of the day.



2022/01/17 Finish modeling corals, 
layout shown in Blender.

The branches in the bottom-left forms 
a regular pattern, which is 
coincidental. I decide not to get 
bothered by it because I only have one 
week until the deadline.



2022/01/18 Model the hermit crab, still incomplete.

The shell is modified from a model I made previously, which is based on 
the logarithmic spiral.

https://www.shadertoy.com/view/ssKGWR


Experiment with surface and lighting in Blender.

To fix the issue that objects appear dark in glass, I 
added a dim area light on top of the room and two 
spotlights behind the camera.

The path tracer converges very slow, which takes a 
while for me to see whether the objects inside the 
glass appear too bright or not.



2022/01/19 Finish modeling the hermit crab.

I’m not sure if a real hermit crab can stretch its 
claw like that because I didn’t find any picture of 
a hermit crab doing that. I intended to make it 
holding a chip with a NVidia logo on it.

I feel the color of the shell is still off.



2022/01/21 Layout the scene, with 
minor changes/fixes in the eyes and 
the legs of the crab.



Add the chip with an NVidia logo.



2022/01/22 Model a typical fish in a coral reef.

The geometry of the fish is modeled from 
imagination, while its colors are sampled from 
the reference image shown in the screenshot.



2022/01/23 Model rocks, starfishes, 
and seashells. Layout them in the 
scene along with the fishes.



2022/01/24 Setup the scene in Blender. I made 
the glass smaller at the bottom to accompany 
with the shape of the paper boat, which works 
with the graphics card that appears “geeky”. I 
considered the positions and angles of lights 
and camera to make the subject stand out while 
there isn’t a strong reflection on the glass.



Test rendering in Blender at 2560x2560, 
256 spp with AI denoising. It took about 
40 minutes to render. Looks nicer on a 
monitor that has a higher contrast.

The light and reflection of the glass on 
the plane works out pretty well. The 
objects inside are illuminated by 
carefully-considered lighting instead of 
hacky glowing like I did in the mentor 
artist study. It is still off compared to the 
photographs of Paul’s work but I’m quite 
satisfied with it.

I feel it is kind of sad that I spent a lot of 
time trying to render them interactively in 
WebGL but ended up using Blender. I 
was too ambitious in the first place. I’m 
not sure what my art teacher would say 
but at least this saves me a lot of time.



I came out with the idea of placing a “keep off 
grass” sign behind the bird nest to 
demonstrate human and nature. I modeled the 
sign and layout it in Blender.



2022/01/25 I left my computer render it 
overnight and went to sleep last night 
because it was late. This is the finished 
rendering I check this morning.

This image appears to have a higher 
contrast compared to the paper boat one. 
I feel the stick of the sign is too high that 
looks strange, but I try not to be 
bothered by it.

I’m thinking about creating one more 
rendering for each image, if I have time. 
The entire project is due end of this day 
and I need to work on my artist’s 
statement.


